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1 Dimension of Attractor Systems Over a Factor Map

1.1 Dimension of attractor systems over a factor map

Let ® = (®;)%_, be an IFS with attractor K. Let 7 : [k]N — K be the coding map, which
sends 7(w) = lim,, ®,»(0). We are making the following assumptions for the remainder of
the course:

1. Same ratio: ®;z = rU;x + q;
2. SSC: = 7 is a conjugacy ([k]N, o) — (K, S) where S|k, = (®;]x) 7"

We had the following theorems.

Theorem 1.1. . hiop (K, S) log (k)
dim(K) = lo;(r_l) ~log(r 1)’
If p € PY(K), then
dim(p) = dim(p) = M‘

We will need the following generalization.

Theorem 1.2. Assume p € P2(K) and (K, pu,S) =, (

Then, if we disintegrate p = fEe oy dv(y), then

Yy,v,0) is a factor map.

im(u, S
dim(#y) = —d loEgy(J;"—ll)B)

Here, h(p, S| B) = h(p, S) — h(p, B) = h(p, S) — h(v, o).

for v-a.e. y.



Proof. We will prove that dim(u) < % a.s. We find Y C ), with v(Y) = 1 such

that for all y € Y, there is a W, C K with dimg(W,) < h/log(r)~* and p,(W,) = 1.

Step 1: The inverse of the coding map K o=lon0z,) KN is a1 (i) = 4) iff z € K; =
®,[k]. Then as(z) =i iff a1(Sz) =i iff Sz € K; iff Z € K, for some j € [k]. So a = 7~ 1.
This gives h = h(a, p, S) — h(B, 1, S) = h((e, B), p, S) — h(B, 1, S).

Notation: set K, = {z € L : ap;;)(2) = a} = [a] and {z € K : Bj.5(2) = b} = [b].

Step 2:

([a1,n(2)] O [Bin(2)])
1([Brn(2)])

Apply the Shannon-McMillan-Beriman theorem upstairs and downstairs.

w(an(2)] | [Bia(2)]) = &

e—h((a,ﬁ),u,S)n—i—o(n)

RSt o)
_ e—hn-l—oz(n)

for a.e. z. If b € [(]", let Gy = {a: p([a] | [b]) > e~ """} So a.e. z is such that oy ,(z) €
Gg, . (») for all sufficiently large n. and |G| < ehnten Let Wy, = {2 € K : a[1,5(2) € Gp}.

n—oo

So u({z:ze€ Wﬂu,n](Z)}) — 1.
Step 3: Fix b € [(]", and consider the set Wy, = U,cq, Ko = Uueq, PalK]. The sets in
this union have diameter Cr"™. So we get

(1,n]

COV(ypn (Wb) < ‘Gb| < ehn+o(n)‘

Step 4: p = [y, py dv(y), so

n{z € Ws, . (»}) = /E py({z € Wiy, oy }) dv(y) — 1.

L

So there exist n; < ng < --- such that for all 4,

v({y iy Wiy, o)) > 127" >1-27".

By Borel-Cantelli, v(Y') = 1, where Y = {y : j1,(W(y, . y)) > 1— 27 for all large i}. But
if y € Y and this condition holds for all ¢ > j, then

p | UMWty | >1-277 =277 = =1 2774
j=liz>j

Wy



So

dimpy (W;) = sup dim m Wiy,

J i>j

Finally, for all ¢ > j, we have

(h+e)ni _ e—n(h—&—e)/log(r*l).

i>j
So we get

' n; h +é
dimp ﬂ W(yh...,yn) < coveorny (W(y17...,yni)) < elhtemi <

= Too(r—1)
i>j log(r—1)

1.2 The destination: theorems from Wu’s paper

We will now restrict to R? and make a third assumption: that if ®;z = rU;x + a;., then all
the U; are the same rotation by 27, where £ € R\ Q.

Theorem 1.3. Under our 3 assumptions, we have
dim(K N L) < max{0,dim(K) — 1}
for every line L C R2.

We will prove this theorem because it has the idea of the proof we want, but the actual
big theorem from Wu’s paper is the following:

Theorem 1.4. Let p,q € N be coprime (log(p)/log(q) ¢ Q). Let A,B € T be closed, and
let T,[A] = A and T,[B] = B. Then

dim((A x B) N L) < max{0,dim(A) + dim(B) — 1}
for all L not parallel to the x-axis or the y-axis.

Why is this a natural thing to think about? If L = {(x, az+0b) : x inR} with a # 0j then
the projection of (A x BN L to the y-axis is {y : (a~*(y —b),y) € Ax B} = (aA+b)NB.
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